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Foreword

Introduction. The Software Communication Architecture (SCA) specification is being published
by the Joint Tactical Radio System (JTRS) Joint Program Office (JPO). This program office was
established to pursue the development of future communication systems, capturing the benefits of
the technology advances of recent years which are expected to greatly enhance interoperability of
communication systems and reduce development and deployment costs. The goals set for the
program are:

— Greatly increased operational flexibility and interoperability of globally deployed systems
— Reduced supportability costs

— Upgradeability in terms of easy technology insertion and capability upgrades

— Reduced system acquisition and operation cost

In order to achieve these goals, the SCA has been structured to

— provide for portability of applications software between different SCA implementations
— leverage commercial standards to reduce development cost

— reduce development time of new waveforms through the ability to reuse design modules
— build on evolving commercial frameworks and architectures

The SCA is deliberately designed to meet commercia application requirements as well as more
stringent military applications. It is the expectation of the Government that the SCA will become a
commercially approved standard. It isfor this reason that a wide cross section of industry has been
invited to participate in the development and the validation of the SCA. The SCA is not a system
specification, asit is intended to be implementation independent, but a set of rules that constrain the
design of systems to achieve the objectives listed above. The SCA specification version 1.0
establishes the baseline for architecture validation and for future development. The validation of
the SCA includes the demonstration that multiple vendors can independently design systems,
which, when built according to the SCA requirements, meet the program goals outlined above.
Lessons learned during the validation will be incorporated into future SCA releases. SCA version
2.0 is planned for release in November 2000.

The SCA documentation consists of the basic architecture specification containing al requirements
necessary for general, commercial implementation, and supplements which contain military-unique
requirements pertaining to security and application implementation.

Softwar e Structure. The software framework of the SCA defines the Operating Environment (OE)
and specifies the services and interfaces that applications use from that environment. The OE is
made of:

- aCore Framework (CF),

- asoftware transfer mechanism called CORBA, and

- an Operating System (OS) with associated board support packages.

Vil



M SRC-5000SCA
rev. 1.0

The OE imposes design constraints on waveform and other applications to provide increased
portability of those applications from one SCA-compliant radio platform to another. These design
constraints include specified interfaces between the Core Framework and application software, and
restrictions on waveform usage of the Operating System. This approach aso provides a building-
block structure for defining application programming interfaces (APIs) between application
software components. This building-block structure for API definition facilitates component-level
reuse and allows significant flexibility for devel opers to define waveform-specific APIs.

The SCA makes use of object-oriented (OO) design to define the software structure and represents
the interface and service definitions in terms of classes and inheritance of the OO approach. The
SCA does not impose any one specific structure on software applications, athough many of the
examples cited do partition applications into radio associated elements like Modem, Link, Network,
Security, and Host Interface. These illustrate the concepts of inheritance from base classes,
interfaces and services of the CF.

Hardware Structure. The hardware framework also uses OO concepts to define typical partitions
of real systems. The primary purpose of the hardware structure is to require complete and
comprehensive publication of interfaces and attributes once systems have been built. With these
published specifications, additional venders can provide modules within a system and software
developers can identify hardware modules with capabilities required for a particular waveform
application. Hardware modularity also facilitates technology insertion as future programmable
elementsincrease in capability.

Military Applications. To maximize the commercial application of the SCA and benefit from
advances that will accrue, military-unique system requirements are in supplemental SCA
documentation. These Supplementsto the SCA Specification include:
- security requirements to insure adequate protection of military secure communications
and facility certifications of JTRS product systems from the NSA, and
- an Application Program Interface (API) structure associated with radio system services
such as modem, networking, security, and external interfaces. These APIs, when fully
defined, improve portability of applications within JTRS implementations, and make
reuse of functional components of those applications easier. For example, standardizing
APIs for a security module within a JTRS enables reuse of common modules for
multiple waveform applications. Standardizing networking APIs improves portability of
networking applications and offers easier internetworking functions such as routing,
bridging and providing gateways. {This Supplement is being developed and is not
currently available.}

An additional accompanying document, the Support and Rationale Document (SRD), provides the
rationale behind architectural decisions along with further supporting material. The SRD is planned
for initial release in June 2000.

Future Directions. The next major release of the SCA, v2.0, is planned at the end of the ongoing

prototyping and validation phase. This release will incorporate lessons learned from prototyping
and validation, as well asinput received from industry review of v1.0.

viii
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The JTRS JPO intends to extend the SCA to further define application structure in the form of
required functional partitions for military waveform software applications and hardware modules.
This will take the form of APIs noted above and improve portability and interoperability for
military applications.

Feedback. An open architecture framework is greatly improved through active feedback and
recommended changes from a wide audience of potential users. The JTRS JPO solicits and
encourages feedback to this document and provides a form available from
http://www.jtrs.sarda.army.mil/docs/documents/sca.html. Send the completed form to
jtrs.sca@sarda.army.mil. Recommended additions to the SCA must be unencumbered by copyright
restrictions or intellectual property rights. Changes to the SCA are controlled by a jointly-chaired
JTRS JPO and industry Configuration Control Board (CCB).



http://www.jtrs.sarda.army.mil/docs/documents/sca.html
mailto:jtrs.sca@sarda.army.mil
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1 INTRODUCTION

The Software Communications Architecture (SCA) specification establishes an implementation-
independent framework with baseline requirements for the development of Joint Tactical Radio
System (JTRS) software configurable radios. These requirements are comprised of interface
specifications, application program interfaces (APIs), behavioral specifications, and rules. The
goal of this specification is to ensure the portability and configurability of the software and
hardware and to ensure interoperability of products devel oped using the SCA.

Companion documents to this specification are Supplements to the SCA and the SCA Support and
Rationale Document (SRD). The Supplements provide specific service and application interface
requirements (for Security, networking, other services). The SRD provides the rationale for the
SCA and examplesto illustrate the implementation of the architecture for differing
domaing/platforms and selected waveforms.

1.1 SCOPE.

This document provides a complete definition of the SCA. It isan Architecture Framework in that
itisprecise in areas where reusability is effected and it is general in other areas so that unique
requirements of implementations determine the specific application of the architecture. The SCA
defines the hardware and software at different levels of detail to allow the broadest reusability and
portability of components.

For hardware, the physical and environmental differences across domains are so diverse that
physical commonality cannot be achieved for all implementations. However, by using an Object-
Oriented (OO) description for the hardware, represented as hardware classes, al potential system
implementations are included within asingle framework. That framework has attributes (i.e.,
behavior and interfaces) that are applicable across those different implementations.

The architecture for software makes extensive use of object modeling and is contained in the
definition of a Core Framework (CF), an integral part of a system's Operating Environment (OE).
Constraints on the software development, imposed by the architecture, are on the interfaces and the
structure of the software and not on the implementation of the functions that are performed. Inthis
way, innovative designs can be put forward with appropriate protection of the developer’s
intellectual property and still reap the benefits of wide reuse in other implementations of the
architecture. The SCA permits either hardware or software to be used in implementing a required
function. The approach taken also permits legacy solutions to be incorporated, where appropriate,
by encapsulation techniques to provide a*“one-sided” standard interface into architecture interfaces.

This architecture specifies rules that further constrain implementations to adhere to open system
standards. Specific implementation requirements may augment the rule-set to increase reusability
within and across domains.

Figure 1-1 illustrates the concept of the SCA and its implementation down to specific platforms.
The hardware definition stays at aframework level with rules providing implementation guidance
down into domains and platforms. The software definition can be applied directly down to
implementation because of its general independence from hardware implementation. There are
special cases where size, weight, and power requirements limit the direct application of software
objects. However, even in these cases, reusability of designs, captured in software and firmware
modeling and simulation tools, reduces the cost of implementation and the development time.
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Figure 1-1. The Architecture Framework and its Relationship to | mplementation

1.2 COMPLIANCE.

The interfaces, behavior, and rules that define compliance with the SCA areidentified in, and are
an integral part of this specification. These elements are selected to maximize portability,
interoperability, and configurability of the software and hardware while alowing a procurer the
flexibility to address domain requirements and restrictions. If any requirements stated in this
specification are in conflict with existing standards/specifications, this specification takes
precedence.

1.2.1 Joint Technical Architecture Compliance.

The Joint Technical Architecture (JTA) mandates the minimum set of standards and guidelines for
all DoD Command, Control, Communications, Computers, and Intelligence (C*) systems
acquisition. A foremost objective of the JTA isto improve and facilitate the ability of systemsto
support joint and combined operationsin an overall investment strategy. The SCA Operating
Environment fully complies with the JTA and provides a JTA-compliant framework for waveforms
and other applications.

1.3 DOCUMENT CONVENTIONS, TERMINOLOGY, AND DEFINITIONS.

1.3.1 Conventions and Terminology.

1.3.1.1 Unified Modeling Language.

The Unified Modeling Language (UML), defined by the Object Management Group (OMG), is
used to graphically represent SCA interfaces, scenarios, use cases, and collaboration diagrams.

1.3.1.2 Interface Definition Language.

Interface Definition Language (IDL), also defined by the OMG, is used to define the SCA
interfaces. IDL is programming language independent and can be compiled into programming
languages such as C++, Ada, and Java.
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1.3.1.3 eXtensible Markup Language.

eXtensible Markup Language (XML) isused in aDomain Profile to identify the capabilities,
properties, inter-dependencies, and location of the hardware devices and software components that
make up an SCA-compliant system

1.3.1.4 Color Coding.

Color-coding is used to differentiate between architecture elements and applications in diagrams as
shown in figure 1-2.

Core Framework (CF) elements
Commercial-Off-The-Shelf (COTS) components
Host Applications

Red Side Network and Link Applications
Security Applications

Black Side Network and Link Applications
Modem Applications

RF

Figure1-2. Color Coding Used in Document Figures

1.3.1.5 Requirements Language.

Interfaces, behavior, and rules that are imposed by this specification appear in sections 3 through 5
and are indicated by the word "shall". Editorial notes are contained within brackets and are
italicized ({example}).

1.3.1.6 CF Interface and Operation Identification.
CF interfaces and their operations are presented in italicized text.

1.3.2 Déefinitions.
Definitions are included in Appendix A.

1.4 DOCUMENT CONTENT.

This document provides an overview of the SCA in section 2, followed by the Software, Hardware,
and Security architecture requirementsin sections 3—5. Section 6 addresses requirements not
contained in those functional categories. Evaluation criteriafor product compliance to this
specification are addressed in section 7.
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Appendicesinclude a glossary, acomplete listing of CF IDL, and details of architecture
requirements introduced in the main document.
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2 OVERVIEW

This Section presents an overview of the SCA. Emphasisis on identifying the components of
the architecture and the manner in which these componentsinteract. Technical details and
requirements of the architecture are contained in Sections 3 - 5.

21 ARCHITECTURE DEFINITION METHODOLOGY.

The architecture has been developed using an object-oriented approach wherein the process can

be continued beyond the framework definition to product development. UML isused to |
graphically represent interfaces while IDL is used to define them; both have been generated

using standard software development tools, allowing product devel opment to continue directly
from the architecture definition.

2.2 ARCHITECTURE OVERVIEW.

2.2.1 Overview - Software Architecture.

The structure of the software architecture is shown in figure 2-1. The key benefits of the
software architecture are that it:

1. Maximizesthe use of commercial protocols and products,

2. |solates both core and non-core applications from the underlying hardware through
multiple layers of open, commercial software infrastructure, and

3. Providesfor adistributed processing environment through the use of the Common
Object Request Broker Architecture (CORBA) to provide software application
portability, reusability, and scalability.

The software architecture defines an Operating Environment (OE) with the combined set of CF
services and infrastructure software (including board support packages, operating system and
services, and CORBA Middleware services) integrated in an SCA implementation. The software
partitions that illustrate applications are typical of how waveforms might be implemented using
the SCA.
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Figure 2-1. Software Structure

2.2.1.1 BusLayer (Board Support Package).

The Software Architecture is capable of operating on commercial bus architectures. The OE
supports reliable transport mechanisms, which may include error checking and correction at the
bus support level. Possible busesinclude VME, PCI, CompactPCl, Firewire (IEEE-1394), and
Ethernet. The OE does not preclude the use of different bus architectures on the Red and Black
subsystems.

2.2.1.2 Network & Seria Interface Services.

The Software Architecture relies on commercial components to support multiple unique serial
and network interfaces. Possible serial and network physical interfaces include RS-232, RS-422,
RS-423, RS-485, Ethernet, and 802.x. To support these interfaces, various low-level network
protocols may be used. They include PPP, SLIP, LAPX, and others. Elements of waveform
networking functionality may also exist a the Operating System layer. An example of this
would be acommercia IP stack that performs routing between waveforms.

2.2.1.3 Operating System Layer.

The Software Architecture includes real-time embedded operating system functionsto provide |
multi-threaded support for applications (including CF applications). The architecture requires a
standard operating system interface for operating system servicesin order to facilitate portability

of applications.
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Portable Operating System Interface (POSIX®) is an accepted industry standard. POSIX and its
real-time extensions are compatible with the requirements to support the OMG CORBA
specification. Complete POSIX compliance encompasses more features than are necessary to
control atypical implementation. Therefore, this specification defines aminimal POSIX profile
to meet SCA requirements. The SCA POSIX profile is based upon the Real-time Controller
System Profile (PSE52) as defined in POSIX 1003.13.

2.2.1.4 Core Framework.

The CF isthe essential (“core”) set of open application-layer interfaces and services to provide
an abstraction of the underlying software and hardware layers for software application designers.
Section 3 presents the complete definition of all services and interfaces of the CF. The CF
consists of:

1. Base Application Interfaces (Port, LifeCycle, TestableObject, PropertySet, |
ResourceFactory, and Resource) that can be used by all software applications,

2. Framework Control Interfaces (Application, ApplicationFactory, DomainManager, |
Device, and DeviceManager) that provide control of the system,

3. Framework Services Interfaces that support both core and non-core applications (File,
FileSystem, FileManager, SringConsumer, Logger, and Timer), and

4. A Domain Profile that describes the properties of hardware devices (Device Profile)
and software components (Software Profile) in the system.

The Domain Profile supports the combination of resourcesto create applications. Device Profile
and Software Profilefiles utilize an XML vocabulary to describe specific characteristics of either
software or device components with regard to their interfaces, functional capabilities, logical
location, inter-dependencies, and other pertinent parameters.

2.2.1.5 CORBA Middleware.

CORBA is used in the CF as the message passing technique for the distributed processing
environment. CORBA is a cross-platform framework that can be used to standardize

client/server operations when using distributed processing. Distributed processingisa
fundamental aspect of the system architecture and CORBA isawidely used “Middleware” |
service for providing distributed processing.

All CF interfaces are defined in IDL. The CORBA protocol provides message marshalling to
handle the bit packing and handshaking required for delivering the message. The SCA IDL
defines operations and attributes that serve as a contract between components. ’

2.2.1.6 Application Layer.

Applications perform user communication functions that include modem-level digital signal |
processing, link-level protocol processing, network-level protocol processing, internetwork
routing, external input/output (1/0) access, security, and embedded utilities. Applications are
required to use the CF interfaces and services. Applications direct access to the Operating

System (OS) is limited to the services specified in the SCA POSIX Profile. Networking
functionality that may be implemented below the application layer, such as acommercia IP
network layer, is not limited to the SCA POSIX Profile since it exists in the OS kernel space.

® posix isaregistered trademark of the Institute of Electrical and Electronics Engineers, Inc.

2-3



M SRC-5000SCA
rev. 1.0

2.2.1.6.1 Applications.

Applications consist of one or more Resources. The Resource interface provides acommon API
for the control and configuration of a software component. The application developers can
extend these definitions by creating specialized Resource interfaces for the application. At a
minimum, the extension inherits the Resource interface. Examples of Resource extensions are:
LinkResour ce, Networ kResour ce, and UtilityResour ce.

Devices are types of Resources used by applications as software proxies for actual hardware
devices. ModemDevice, I/ODevice, and SecurityDevice are examples that implement the Device |
interfaces.

ModemDevice, LinkResource, SecurityDevice, 1/ODevice, and Networ kResour ce are base
application interface extensions that implement APIs for waveform and networking applications.

The design of a Resource’ sinternal functionality is not dictated by the Software Architecture.
Thisisleft to the application developer. Core applications, which are a part of the CF, support
the non-core applications by providing the necessary function of control aswell as standard
interface definitions. The interfaces by which a Resource is controlled and communicates with
other Resources are defined in section 3.

2.2.1.6.2 Adapters.

Adapters are Resources or Devices used to support non-CORBA-capable elements. Adapters are
used in an implementation to provide the translation between non-CORBA -capabl e components
or devices and CORBA -capable Resources. The Adapter concept is based on the industry-
accepted Adapter design pattern®. Since an Adapter implements the CF CORBA interfaces
known to other CORBA -capable Resources, the trand ation service is transparent to the CORBA -
capable Resources. Adapters become particularly useful to support non-CORBA-capable
Modem, Security, and Host processing elements. Figure 2-2 depicts an example of message
reception flow through the system with and without the use of Adapters. Modem, Security, and
Host Adapters implement the interfaces marked by the circled letters M, S, and H respectively.
Notice that the Waveform Link and Network Resources are unaffected by the inclusion or
exclusion of the Adapters. The interface to these Resources remains the same in either case.

! “Design Patterns : Elements of Reusable Object-Oriented Software” (Addison-Wesley
Professional Computing) Gamma, Helm, Johnson, and Vlissides, pg. 139
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define the CORBA side of the gateway such that the eventual
replacement of the non-CORBA device and its Adapter does

not change the Core Framework CORBA interface.

Figure 2-2. Example Message Flowswith and without Adapters

2.2.1.7 Software Radio Functional Concepts.

2.2.1.7.1 Software Reference Moddl.

The software reference model depicted in figure 2-3 is based upon the Programmable Modular
Communication System (PMCS) Reference Model. This model forms abasis for the SCA by:

1. Introducing the various functional roles performed by software entities without
dictating a structural model of these elements, and
2. Introducing the control and traffic data interfaces between the functional software
entities.
|:| Digital Data I
< >
Antenna RE Black Proc. Security Inter networ
Waveform utility, utility, i’ 110
Router, Router,
Air Network, Network,
Bridge, Bridge,
ridge, [Iin?(e <= =>
A A
. | £
. . . « Security Monitor « . HCl
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Figure 2-3. Software Reference Model
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The Reference Model identifies relevant functionality but does not dictate the architecture. The
SCA realizes the Software Reference Model by defining a standard unit of functionality called a
Resource. All applications are comprised of Resources and using Devices. Specific resources |
and devices can be identified corresponding to the functional entities of the Software Reference
Model:

ModemDevice: addresses Antenna, RF, and Modem entities,

LinkResour ce: addresses Black Processing entity,

SecurityDevice: addresses Security entity,

NetworkResource:  addresses Internetworking entity,

|/ODevice: addresses external interfaces such as seria, ethernet, and audio

UtilityResource:  addresses non-Waveform functionality.

System control entity functionality is addressed by the core framework applications:
Application, ApplicationFactory, DomainManager, Device, and DeviceManager. Control
functionality may also be localized in individual resources.

Asshown in figure 2-4, all Resources and Devices inherit three Base Application Interfaces. The |
operations and attributes provided by LifeCycle, TestableObject, and PropertySet establish a
common approach for interacting with any resource in a SCA environment. Port can be used for
pushing or pulling messages between Resources and Devices. A Resource may consist of zero or
more input and output message ports. The figure also shows examples of more specialized
resources and devices that result in specific functionality for each of six example types.
Clarification of the functionality associated with each of those is provided in the following
subsections.

I Base Application Interfaces I Modem Black seuity Internet HCI
: _ I Repeater  Utility, Utility,
1 Port LifeCycle 1Testab|e0bjec11 PropertySet | ' pp Router Router o
1 = ! ] Network Network .
I — . : Waveform Bridge Bridge Access
I Tl T » Link Link
1 Ii Device | 727 Resource 1—| 1 Core Framework (CF)
.o ] *
] 0. 1
1
1
! 1
I — - —_ v_\_ _____ m\
are example types of are\ example types of
ModemDevice 1/ODevice SecurityDevice NetworkResource LinkResource UtilityResource
Modem API Security API Network API Link API

Pord

Poo

areexampletypesof areexample types of

|

pooh

are example types of

1

are example types of

are example types of

EER

are example types of

Modem Repeater ; : Security Router Bridge Gateway Host
Adapter Device AUdiohevice Adapter Resour ce Resour ce Resour ce Adapter
Waveform Ethernet Serial Security Waveform Waveform - "
ModemDevice Device Device DomainDevice Networ kResour ce LinkResource | |MsgFilterResource | | SitAwareResour ce

Figure 2-4. Conceptual Model of Resour ces
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2.2.1.7.2 ModemDevice Functionality.

The ModemDevice provides a standard for the control and interface of a modem, which
encapsulates diverse implementations of smart antenna, RF, and modem functions. The base
application interfaces are extended to modem devices through a Modem API, which provides a
standard interface for control and communication with modem operations from a higher (link
layer) resource. The functions, performed by the ModemDevices, will vary depending on
waveform requirements as well as hardware/software allocation and are not dictated by the CF.
Typical RF and modem functions are depicted in figure 2-5.

Figure 2-5. Example of Modem Resour ces
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2.2.1.7.3 NetworkResource and LinkResource Functionality.

An example of networking resources is shown in figure 2-6. The CF base application interfaces
are extended to link layer and network layer resources through Networking APIs (see section
2.2.2.2), provided to enable information transfer and support of specific service characteristics
for networking applications. Examples arethe Link API and Network API, which provide
standard interfaces for control and communication between link, network, and transport layer
resources.

The functions performed by the waveform networking and internetworking resources (examples
shown in note boxes in figure 2-6) will vary depending on waveform requirements as well as
networking requirements and are not dictated by the CF. Resources that provide networking
behavior, including repeater, link, bridge, network, router, and gateway operations, are
representative and not defined in the SCA.

Modem Black security Internet HCI
Repeater Utility, Utility,

RE Router Router Utilit
Waveform Network Network Acce)s/s‘
Bridge Bridge
Link Link

Device Resource Core Framework (CF)

example type of are example types of\
ModemDevice 1.* 1 UtilityResource
Modem API 1 1.* .
LinkResource 1.x 1 | NetworkResource '
T Link API Network API
O — |
1
T !
L - are example types of are example types of TranslateM essage
Retransmit TrandlateVoice
ControlM odem TranslateVideo

Wavefor mL inkResour ce

BridgeResource

Router Resour ce

Wavefor mNetwor kResour ce

T
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Packetize
SchedulePacket
PrioritizePacket
AddressPacket
RoutePacket
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ControlM odem
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T
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Figure 2-6. Example of Networking Resour ces
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2.2.1.7.4 1/ODevice Functionality.

Examples of 1/ODevices are shown in figure 2-7. An 1/ODevice provides access to system
hardware devices and external physical interfaces. The operations performed by an 1/ODevice
will vary depending on the system hardware assets as well as the physical interfaces to be
supported and are not dictated by the CF. Typical I/O operations are depicted within the
example subclasses.
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Figure 2-7. Examplesof 1/0 Resources
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2.2.1.7.5 SecurityDevice Functionality.

Examples of SecurityDevice and SecurityResource are shown in figure 2-8. Typical security
operations are depicted within the example subclasses. SecurityDevice subclasses extend
security functions to hardware devices within the system while SecurityResour ce subclasses
extend security functions to software components. There can be awide variation of security
solutions both in hardware and software. Transmission security (TRANSEC) and
communications security (COMSEC) requirements also vary between waveforms. The location |
of the security boundary with respect to networking requirements also varies between
waveforms. The CF base application interfaces are extended to SecurityResour ces through
Security APIs, which provide standard interfaces for control and communication between
security devices and resources and application waveforms.
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Repeater  Utility, Utility,
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GenerateTRANSECStream
Bypass

Zeroize

Authenticate

Load Key
Synchronize/Resynchronize

are example types of
\

TRANSEC_Resour ce

Guard_Resource

Generate TRANSEC
Stream

Figure 2-8. Examplesof Security Devices and Resour ces
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2.2.1.7.6 UtilityResource Functionality.

An example of UtilityResourceis shown in Figure 2-9. The operations performed by the utility |
resources will vary depending on the embedded applications to be supported as well as host
interface protocol requirements and are not dictated by the CF. Typical utility operations are
depicted within the example subclasses. Ultimately, the UtilityResour ce encompasses any non-
waveform application that could execute in an SCA-compliant system.

2.2.1.8 System Control.

The SCA provides a specification for interfaces, services, and data formats for the control of
resources. Each resource establishesits controllable parameters with the DomainManager viaa
Domain Profile. Applications constrain each resource's parameter values to their own needs.
Applications' controllable parameters are also in the Domain Profile.

Use of CORBA and the base application interfaces provides the means to have domain and
application control though a common interface. SerialDevice and EthernetDevice (in Figure 2-7) |
are examples of the external interfaces available to a user. These examples show that system
control operations operate with human or machine interfaces either locally or remotely and

interact in amanner that facilitates portability.

Non-CORBA user terminals are interfaced through the use of Adapters.
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Figure 2-9. Example of Utility Resour ces
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2.2.2 Networking Overview.

SCA-compliant Radio Systems communicate with peer systems through protocols as shown in
figure 2-10. The external networking protocols between an SCA-compliant System and its peers
are part of waveform applications and are not specified by this architecture specification.
However, the interface definitions for the services required to implement the protocols within an
SCA-compliant System are specified (in the APl Supplement).

Peer
SCA Radio

External

e\ Networking
Peer Protocols
Radio
System

AN

Networ kResource

Link

API
Service

Definition

Networking

Transfer

Protocol
Entities

LinkResource —p

Mechanism

N

Modem

AP Typicaly
Service CORBA IDL,
Definition \GIOP, & IIOP

ModemDevice |<—>

Typically each external networking protocol
will be implemented by a different set of
one or more protocol entities.

Figure 2-10. External Network Protocols and SCA Support
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2.2.2.1 Externa Networking Protocols.

External networking protocols define the communications between an SCA-compliant Radio
System and its peer systems. These external networking protocols can run over wireless or
wireline physical media. Example protocols include Single Channel Ground/Airborne Radio
System (SINCGARS), Ethernet, HF Automatic Link Establishment (ALE), IEEE 802.11, IS-
95A, IP, and future networking protocols.

Through the external networking protocols, implemented by applicationsin an SCA-compliant
radio system and its peer systems, a network of nodes is formed interconnected by repeaters,
bridges, routers, and/or gateways. Asshown in figure 2-11, external networking protocols will
typically interconnect at different layers using:

1. Physical layer interconnections with a repeater function,

2. Link layer interconnections with a bridge function,

3. Network layer interconnections with standard network routing, and/or
4. Upper layer interconnections with application gateways.

The different categories of interoperability are outlined below based upon the OSI Model. There
may be multiple levels of interoperability within the same system on a waveform by waveform
basis.

A. Physica Layer Interoperability. The external networking protocols provide a
compatible physical interface, including the signaling interface, but no higher layer
processing. Thislevel of interoperability is adequate for asimple bit by bit bridging
or relay operation between two interfaces.

B. Link Layer Interoperability. The external networking protocols provide link layer
processing over all physical interfaces. Thislevel of interoperability is adequate for
allowing the radio to be used as transport and for allowing the radio to use another
network as transport. Intelligent routing or switching decisions are limited to local
layer 2 routing.

C. Network Layer Interoperability. The external networking protocols provide network
layer address processing interoperability. The radio and the networks being inter-
operated are sub-networks of the same Inter-network. At thislevel, intelligent
switching and routing decisions can be made end-to-end.

D. Host Level Interoperability (Layers 4 — 7). Embedded applications can exchange
information with hosts attached to the network. An example of thisis ahandheld
radio that contains an embedded Situation Awareness (SA) application exchanging
SA updates with avehicular platform in an external sub-network. In thisexample,
the radio provides message payload trandations to allow two otherwise incompatible
hosts to communicate.
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Figure2-11. SCA-Supported Networking Mapped to OSI Network Model

2.2.2.2 SCA Support for External Networking Protocols.

Figure 2-10 shows that within an SCA-compliant Radio System, application protocol entities are
used to implement the external networking protocols. These protocol entities are networking
applications®. Entity types that support external networking protocols include ModemDevice,
LinkResour ce, Networ kResour ce, SecurityDevice, I/ODevice, and UtilityResource. Typically,

2 External networking protocol entities can reside within an application or within the kernel
space of operating systems. These external networking protocol applications are not necessarily
the same as OSl layer 7 applications. (When an application uses protocol entities within the OS
kernel space, and that kernel space is also used for internal system CORBA transport protocol,
additional security protection may be required to prevent external network nodes from directly
connecting with internal CORBA objects.)

2-14




M SRC-5000SCA
rev. 1.0

each waveform or wireline protocol will be implemented by a unique set of one or more protocol
entities. A unique set of protocol entitiesimplements the protocol stack specified by awaveform
or wireline protocol. A radio system implementing multiple waveform applications may have
multiple protocol entities at each protocol layer.

In order to support application portability, standard interfaces are required between application
protocol entities. These Networking APIs, support the concept of a service interface between a
service provider (usually the lower OSI protocol layer) and a service user (usualy the higher OSI
protocol layer).

Networking APIs, like other waveform application APIs, are extensions to the CF base
application interfaces that are inherited from the Resource class. APIs can be extended allowing
vendors to provide value-added features that distinguish themselves from their competitors.

Two Networking API types areillustrated in this section: aLink APl associated with the
LinkResource and a Network API associated with the NetworkResource. (A Modem API is
associated with the ModemDevice for a Networking OSI link layer protocol aswell as for other,
non-networking applications.) The APIs can be mapped into the OSI Networking Protocol
model as shown in figure 2-11. This figure shows two very similar protocol stacks for wireless-
to-wireless networking and wirel ess-to-wireline networking. The difference is that the wireline
stack has a WirelineDevice at the physical layer instead of a ModemDevice. (Note that the OSI
network layer maybe split into multiple network resources as shown in figure 2-11. In most
cases, the layer 3A sub-network has alink API to the upper layer 3B inter-network (for example
when layer 3B is|IP). However, for some network waveform protocols, the layer 3A interface
may be the network API).

The SCA defines a Networking API Instance to provide the mechanism for distributing the
protocol layers within a SCA-compliant Radio System. A Networking API Instanceisa
coupling of aNetworking API Service Definition and a Networking Transfer Mechanism for a
particular waveform implementation. The Service Definition for a waveform protocol layer
details the primitives (operations), the parameters (variables), their representation (structures,
types, formats), and its behavior. The networking transfer mechanism provides the
communication between the waveform protocol layer service provider and a service user.
CORBA isthe preferred transfer mechanism. Because security requirements for a particular
implementation may be met using services associated with CORBA, later introduction of a
different transfer mechanism requires careful analysis of the security services that can be
provided by that transfer mechanism. Figure 2-10 shows the relationship between protocol
entities, Service Definitions, and Networking Transfer Mechanisms.

2.2.3 Overview - Hardware Architecture.

Partitioning the hardware into classes places emphasis on the physical elements of the system
and how they are composed of functional elements. These classes define common elements
sharing physical attributes (characteristics and interfaces) that carry over to implementation for
specific domain platforms. The same framework appliesto al domains. Appropriate application
of the requirements leads to common hardware modules for different platforms. A summary
view of the hardware framework is shown in figure 2-12.
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The HWModule(s) class inherits the system level attributes from the SCA-CompliantHardware
class. Classes below the HWModule(s) class inherit the attributes of that class. The attributes
are the parameters that define domain-neutral hardware devices, and the values assigned to the
attributes satisfy requirements for a selected implementation. The hardware devices, which are
the physical implementation of these classes, will have values for the relevant attributes based on
aplatform’s physical requirements and the procurement performance requirements. Some
attributes are used in the creation of waveform applications and provided in a Device Profile,

readable by CF applications.

The Chassis Class has unique physical, interface, platform power, and external environment
attributes that are not shared with the modules in the chassis.
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3 SOFTWARE ARCHITECTURE DEFINITION

3.1 OPERATING ENVIRONMENT.

This section contains the requirements of the operating system, middleware, and the CF
interfaces and operations that comprise the OE.

3.1.1 Operating System.

The processing environment and the functions performed in the architecture impose differing
constraints on the architecture. An SCA application environment profile (AEP) was defined to
support portability of waveforms, scalability of the architecture, and commercial viability.

POSIX services are used as a basis for this profile. The notional relationship of the OE and
applications to the SCA AEP is depicted in figure 3-1. The OS shall provide the services
designated as mandatory by the AEP defined in Appendix B. The OSis not limited to providing |
the services designated as mandatory by the profile. The CORBA Object Request Broker (ORB)
and the CF are not limited to using the services designated as mandatory by the profile.

Applications use CF
for al File access

icati _—CORBA
Applications / / AP
Core Framework D — DSP- or
e ASIC-specific
CORBAORB | ! nterface used
c communications,
e can be an
Adapter
D
I(i)rii?ggﬁs OS access O